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ABSTRACT 
 
Natural language is a method and a means for humans to communicate with one another. 

Language analysis at several levels is required in order to comprehend what has been stated. 

Natural language, like formal languages, has a definite structure and follows a grammar, 

which may or may not be exhaustive. It can be dynamic at times, as natural languages, 

particularly English, are always changing. Although all natural languages are intrinsically 

ambiguous, a statement has only one meaning in a particular context. As a result, in addition 

to syntax and semantic analysis, a higher-level comprehension mechanism must be devised. 

Linguists refer to this as Pragmatic analysis. The goal of this research is to develop a 

functioning model of Pragmatic Analysis based on a sample set of sentences from British 

English that might be expanded further. The Neuro Fuzzy interpretation machine learning 

technique is used to create adaptive language comprehension, with an emphasis on the 

speaker/intentions Writer’s. These studies resulted in the creation of several tools for 

developing industrial applications. In fields including healthcare, finance, manufacturing, 

education, retail, and customer service, combining Deep Learning methods with Natural 

Language Processing is proving to be quite useful. This document presents a bird's eye view 

of advancements in Natural Language Processing research, development, and applications. 

Natural Language Processing is making significant progress in 21 research emphasis areas, 

22 development tools, and 6 domains, according to this report. 

 

INTRODUCTION 
 

As part of an artificial intelligence application or implementation, NLP interprets 

human language and provides computer comprehensible output or human understanding 

response. The capacity of a machine to respond in a language that a person can comprehend  
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is referred to as natural language processing (NLP). It is possible to build algorithms that 

convert text into words. The words can be classified based on their meanings. To extract 

meaning from human languages, most NLP techniques rely on machine learning. Linguistics 

and Computer Science are the two fields of NLP.The study of language, including its 

structure, syntax, meaning, and numerous sorts of phrases, is known as linguistics. The study 

of linguistics or natural language processing, which includes overlapping topic areas such as 

Machine Learning, Deep Learning, and Artificial Intelligence, is one of the quickest and most 

far-reaching developing technologies in Computer Science [1]. 

Natural language processing (NLP) is an artificial intelligence branch that deals with 

computational algorithms that automatically represent and analyse various types of humans 

(natural) language inputs and connect through Human-Computer-Interfaces (HCI). 

"Computational Linguistics" is another term for it. Lexical (structural) analysis, parsing, 

semantic analysis, discourse integration, and pragmatic analysis are some of the steps in 

Natural Language Processing. Speech recognition, optical character recognition (OCR), 

machine translation, and chatbots are some of the more well-known NLP application fields. 

Machine Learning algorithms have recently been used to process Natural Language 

input by studying millions of examples of text written by humans (words, sentences, and 

paragraphs). Training algorithms learn about the "context" of human speech, writing, and 

other modes of communication by studying these samples. Machine learning and deep 

learning algorithms are commonly utilised to construct NLP frameworks and execute 

standard NLP tasks quickly [2]. 

Machines utilise this technology to comprehend, analyse, manipulate, and interpret 

human languages. It assists developers in organising knowledge for tasks like translation, 

automated summarization, Named Entity Recognition (NER), speech recognition, 

relationship extraction, and topic segmentation. 
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Phases of NLP 

There are the following five phases of NLP: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Phases of NLP 

 

 

 

1. Lexical Analysis and Morphological 

The first phase of NLP is the Lexical Analysis. This phase scans the source code as a stream 

of characters and converts it into meaningful lexemes. It divides the whole text into 

paragraphs, sentences, and words.Humans and NLP systems both understand the meaning of 

individual words in Lexical. Various sorts of processing contribute to word-level 

comprehension, the first of which is a part-of-speech tag for each word. Words that 

potentially behave as more than one part of speech are allocated the most likely part-of-

speech tag depending on the context in which they appear in this processing. Semantic 

representations can be substituted at the lexical level by words with a single meaning. The 

nature of the representation in an NLP system change depending on the semantic theory used. 

 

Lexical Analysis 

Syntactic Analysis 

Semantic Analysis 

Discourse integration 
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2. Syntactic Analysis (Parsing) 

This level emphasises scrutinising the words of a sentence in order to reveal the phrase's 

grammatical structure. This level necessitates the use of both grammar and a parser. This 

level of processing produces a representation of the phrase that reveals the structural 

dependence links between the words. There are several grammars that can be hampered and, 

in turn, affect the selection of a parser. Because not all NLP applications require a full parse 

of phrases, the persisting difficulties in parsing prepositional phrase attachment and 

conjunction audit no longer obstruct that request for which phrasal and clausal dependencies 

are sufficient. Syntactic Analysis is used to check grammar, word arrangements, and shows 

the relationship among the words. 

Example: Agra goes to the Poonam 

In the real world, Agra goes to the Poonam, does not make any sense, so this sentence is 

rejected by the Syntactic analyser. 

3. Semantic Analysis 

Semantic analysis is concerned with the meaning representation. It mainly focuses on the 

literal meaning of words, phrases, and sentences.Most people believe that meaning is decided 

in semantics; however, this is not the case; it is all of the levels that impart meaning. 

Semantic processing finds the various meanings of a phrase by focusing on the relationships 

between the sentence's word-level meanings. This level of processing can involve semantic 

disambiguation of words with numerous senses, similar to how syntactic disambiguation of 

words that can err as multiple parts-of-speech is accomplished at the syntactic level. For 

example, 'file' as a noun can signify, among other things, a binder for collecting documents, a 

tool for shaping one's fingernails, or a line of people in a queue. 

4. Discourse Integration 

Discourse Integration depends upon the sentences that proceeds it and also invokes the 

meaning of the sentences that follow it. 

5. Pragmatic Analysis 

Pragmatic is concerned with the solid use of language in circumstances and employs nub 

above and beyond the nub of the text to grasp the objective and to explain how extra meaning 

is read into texts without being literally encoded in them. This necessitated a great deal of 

global information, including a comprehension of intents, plans, and ambitions. The 

following two phrases, for example, involve aspiration of the anaphoric word 'they,' but this 

ambition requires pragmatic or world knowledge. Pragmatic is the fifth and last phase of 

NLP. It helps you to discover the intended effect by applying a set of rules that characterize 

cooperative dialogues. 
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For Example: "Open the door" is interpreted as a request instead of an order. 

 

Literature review 

ApurwaYadav [3] et al. examined several disambiguation methods in order to compare and 
assess them in this article. They discovered in our study that, despite the fact that certain 
disambiguation tools provide promising findings and may theoretically be trusted, they fail to 
totally eliminate ambiguities. The requirement document must be prepared in formal 
language to avoid ambiguity, which is not chosen by users owing to its lack of clarity and 
readability. However, several of the techniques discussed in this study are still under 
development and may one day be capable of removing ambiguity. They attempt to analyse 
some previous research work and give an in-depth evaluation of several disambiguation 
techniques in this publication. 

Babita Pandey et al. [4] offered a detailed overview of deep learning architecture used in 
medical imaging and medical natural language processing in this paper. This research assists 
in determining the best mix of deep learning, natural language processing, and medical 
imaging for improving diagnosis. They've called attention to the significant difficulties in 
using deep learning in medical imaging and medical natural language processing. All of the 
findings are represented graphically. This survey is especially useful for those who are new to 
the field of health informatics. 

Natural language processing (NLP) of electronic health data holds a lot of promise for 
improving scaled repeatability, but it's hampered by quirks in physician notes and other 
medical information. Methods for optimising NLP outputs for automated diagnosis were 
developed by Jignesh R. Parikh et al. [5]. They discovered filter parameters throughout a 
three-dimensional space for optimum gene prioritising by filtering NLP-extracted Human 
Phenotype Ontology (HPO) words to more closely resemble manually extracted phrases. 
Then they created a tiered pipeline that prioritises smaller groupings of genes to evaluate for 
genetic diagnosis, reducing manual work. 

Natural Language Processing (NLP) methods, according to Hammami Linda et al. [6], offer a 
unique chance to automatically encode unstructured reports into structured data, thereby 
constituting a potentially powerful alternative to expensive manual processing. Despite the 
growing interest in this field, there is still a scarcity of NLP techniques for pathology reports 
written in languages other than English, including Italian, at present time. The goal of their 
research was to create an automated system based on natural language processing techniques 
that could recognise and categorise the morphological content of pathology reports in the 
Italian language with micro-averaged performance scores greater than 95%. In particular, an 
unique domain-specific classifier based on language principles was created and evaluated on 
27,239 pathology reports from a single Italian oncology centre, using the International 
Classification of Diseases for Oncology morphological classification standard (ICD-O-M). 

The suggested technique looked at distinct semantic features of 56 different requirements 
from five different nations in terms of vocabulary, sentence structure, and provision 
organisation methods [7]. To grasp the varied vocabularies, the authors constructed a 
semantic thesaurus for construction terms, which included 208 word-replacement rules based 
on Word2Vec embedding. Second, with a mean F1 score of 0.928, the authors built a named 
entity recognition model based on bi-directional long short-term memory with a conditional 
random field layer, which detected the needed keywords from supplied provisions. Third, the 
authors Seokho Chi constructed a provision-pairing model based on Doc2Vec embedding, 
which had an average accuracy of 84.4 percent in identifying the most important provisions. 
The web-based prototype revealed that the suggested system may speed up the building 
specification review process by lowering time spent, boosting accuracy, and establishing 
uniformity. The findings aid risk management in the construction business, since practitioners 
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are able to properly analyse building requirements despite tight deadlines and a scarcity of 
expertise. 

One of the key goals of DA approaches is to increase the variety of training data, allowing the 
model to generalise more effectively to new testing data. Bohan Li et al. [8] classified frame 
DA approaches into three groups depending on the diversity of enhanced data: paraphrase, 
noising, and sampling. Their research aims to examine DA approaches in depth using the 
criteria listed above. They also discuss their applicability in NLP work as well as the hurdles 
they face. 

The bi-article dataset released at SEMEVAL-2019 was utilised in this study by Navakanth 
Reddy Naredla et al [9]. The ELMo word embeddings, which were trained using a Random 
forest classifier, have an accuracy of 0.88, which is significantly higher than other current 
models. The accuracy of both the BERT and Word2vec models is 0.83. This study used 
various phrase lengths as input to BERT and demonstrated that BERT can infer context from 
local terms. This work will aid governments, news readers, and other political stakeholders in 
detecting highly partisan news, as well as policymakers in tracking and regulating 
disinformation regarding political parties and their leaders, as evidenced by the stated ML 
models. 

Silvia Garca-Méndez et al. [10] offer a unique approach that combines Natural Language 
Processing and Machine Learning techniques and uses advanced aspects such as syntactic 
and semantic relationships to detect the temporality of finance-related news at the discourse 
level. More precisely, we're looking for the major assertions' dominating tenses, which might 
be explicit or implicit. They put their system through its paces on a tagged dataset of finance-
related news annotated by experts in the area. When compared to a rule-based baseline 
technique, the experimental findings show a high detection precision. Finally, by finding 
predictive information for financial decision making, this research advances the state-of-the-
art in market screening. 

Zulkarnain et al. [11] present a strategy to overcome these challenges, return a thorough 
systematic review of IT'S, and promote efficient systematic reviews in this study. Natural 
Language Processing (NLP) approaches such as Named Entity Recognition (NER), Latent 
Dirichlet Allocation (LDA), and word embedding are included in the suggested framework 
(continuous skip-gram). It allows this study to investigate the context of research articles and 
their general interpretation in order to establish and define knowledge growth and ITS 
development paths. The approach can segregate unrelated documents in a systematic manner, 
making the evaluation process for huge datasets easier. This study, to our knowledge, 
provides a more detailed examination of IT'S than previous studies on the subject. 
 

A.W. Olthof et al. [12] compared several Machine Learning (ML) Natural Language 
Processing (NLP) algorithms to categorise radiology data for the existence of injuries in 
orthopaedic trauma. NLP performance evaluation is a requirement for downstream activities 
and hence important from both a clinical (avoiding missed injuries, quality control, and 
insight into diagnostic yield) and a research standpoint (identification of patient cohorts, 
annotation of radiographs). 

According to Meng Cai [13], the use of NLP in the study of cities is still in its infancy. Urban 
governance and management, public health, land use and functional zones, transportation, 
and urban design are among the current uses. The benefits of using natural language 
processing to improve the usability of urban big data sources, broaden study sizes, and lower 
research costs are demonstrated. On the other hand, asking appropriate research questions, 
overcoming data incompleteness, inaccessibility, and non-representativeness, immature NLP 
approaches, and computing skill needs are all problems that urban researchers confront when 
using NLP. This is one of the first attempts to present an overview of existing applications 
and problems for furthering urban research through the use of natural language processing. 
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Daniel Perdices et al. [14] propose treating domains as words and domain sequences like 
documents. By converting this problem to a text classification context and utilising the most 
promising approaches from the natural language processing and neural networks domains, it 
is feasible to identify the visited websites. After using various representation methods such as 
TF–IDF, Word2vec, Doc2vec, and custom neural networks in a variety of scenarios and with 
a variety of datasets, we can state that websites visited on purpose are processes that are fully 
automated and free of any human parametrization with accuracy figures of over 90%, with 
peaks close to 100%. 

Nikhil Mathews et al. [15] use amino acid sequences to predict the interaction of proteins 
between humans and Yersinia pestis. We obtain promising results by combining different 
Natural Language Processing (NLP) approaches accessible in deep learning in a unique style. 
Our constructed model has a cross-validation AUC score of 0.92, which is comparable to 
earlier work that uses a combination of network and sequence biochemical features. We do 
this by merging powerful neural machine translation tools into an integrated end-to-end deep 
learning framework, as well as unique bioinformatics pre-processing approaches. We 
demonstrate that our suggested method is resistant to a variety of protein–protein interactions 
between the host and pathogen. 

Relative Home Stability in Electronic Documentation is a unique NLP-based evaluation of 
Veteran housing stability proposed by Alec B Chapman et al [16]. (ReHouSED). They begin 
by developing and evaluating a classification system for papers carrying information on 
Veterans' housing status. They then combine data from many documents to create a patient-
level indicator of home stability. Finally, we show that our technique can distinguish those 
Veterans who are securely housed and those who are not. As a result, ReHouSED provides a 
critical methodological foundation for the investigation of long-term housing stability among 
Veterans receiving housing assistance. 

The current study, conducted by Simon Fagernas et al. [17], assessed 1379 public evaluations 
(including star ratings) of 30 distinct VR relaxation apps available for the Oculus Go and 
Gear VR using an innovative, semi-automated Natural Language Processing approach. Users 
had a generally good opinion of VR relaxation applications, characterising them as successful 
in creating immersion and relaxation, and appreciating gamification components, according 
to the disclosed topic structure and sentiment analysis. Perceived quality, on the other hand, 
varied significantly amongst apps, explaining greater variance in star ratings than specific 
features. The most pressing concerns mentioned were both technical (e.g., "overheating") and 
linked to specific design aspects and usage. The implications for consumer VR application 
design as well as future research are highlighted. 

Timothy L. Chen et al. [18] looked at the possibility of using Radiopaedia as a general 
radiology corpus to generate radiology-specific word embeddings that may be utilised to 
improve performance on an NLP challenge including radiological text. Materials and 
procedures: Embeddings of dimensions 50, 100, 200, and 300 were trained on articles from 
Radiopaedia and assessed on analogy completion using the GloVe method. The Radiopaedia 
articles were labelled using a shallow neural network with input from either our trained 
embedding or a pre-trained Wikipedia 2014 + Gigaword 5 (WG) embedding. Exact match 
accuracy and Hamming loss were used to measure labelling performance. The statistical 
significance was determined using the McNemar's test with continuity and the Benjamin-
Hochberg correction, as well as a 52 cross validation paired two-tailed t-test. 

Natural language processing algorithms are being developed by Sam Arts et al. [19] to detect 
the generation and impact of new technology in the population of US patents. In two case-
control studies, we validate the novel methodologies and show that they outperform standard 
measures based on patent categorization and citations. To begin, we gather patents associated 
with prestigious honours like the Nobel Prize and the National Inventor Hall of Fame. These 
patents are most likely for completely new technologies that will have a significant influence 
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on technical advancement and patenting. Second, we look for patents that have been issued 
by the US Patent and Trademark Office but have been denied by both the European and 
Japanese patent offices at the same time. Patents that lack originality or cover tiny 
incremental improvements over prior art are unlikely to have a significant influence on 
technical advancement. 

Sepsis, according to Keaton Cooley-Rieders et al. [20], has no reliable outcome prediction. 
Technological advancements, notably natural language processing (NLP), provide the 
possibility of a revolutionary method to sepsis mortality prediction. Patients diagnosed with 
sepsis from 2008 to 2013 had their physician progress notes examined using NLP utilising 
the MIMIC III dataset. Researchers used analytical techniques to create a model to predict in-
hospital mortality using notes from the first 24 hours of a patient's admission. From 2013 to 
2018, this approach was verified on septic admissions at the University of California Irvine 
Medical Center (UCIMC) and compared to SOFA and qSOFA. 

When revising a systematic review, Xuan Qin et al. [21] trained and tested an NLP model 
that allows for speedy title and abstract screening. The model in question was a light gradient 
boosting machine (LightGBM), which is an ensemble learning classifier that combines four 
pretrained Bidirectional Encoder Representations from Transformers (BERT) models. We 
categorised the citations we found into two groups (ie, training and test sets). The training set 
was used to train the model, while the test set was used to measure its screening performance. 
The reference standard was made up of the searched citations, whose eligibility was assessed 
by two independent reviewers. 

Natural Language Processing being a part of artificial intelligence provides understanding of 
human language by computers for the purpose of extracting information or insights and 
create meaningful response. It involves creating algorithms that transform text in to words 
labelling with the emerging advancements in Machine learning and Deep Learning, NLP can 
contribute a lot towards health sector, education, agriculture and so on.  This paper 
summarizes the various aspects of NLP along withcase studies associated with Health Sector 
for Voice Automated System, prediction of Diabetes Millets, Crop Detection technique in 
Agriculture Sector. 
 
Natural Language processing, as defined by Priya B et al. [22], is a branch of artificial 
intelligence that allows computers to interpret human language in order to extract information 
or insights and provide meaningful responses. It entails developing algorithms that convert 
text into labelled words. NLP may make a significant contribution to the health sector, 
education, agriculture, and other fields, thanks to recent advances in machine learning and 
deep learning. This study outlines the many components of NLP, as well as case examples in 
the health sector, such as Voice Automated System, Diabetes Millets Prediction, and Crop 
Detection Technique in Agriculture. 
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Natural Language Processing is used in many fields.  Many complex innovative applications 
using cutting edge technology falls under this category.  The various sectors in which NLP is 
applied are given in Figure 3 
 
 

 

 

 

 

 

 

Figure 2: Application Sectors of NLP 

Some of the popularly used NLP applications are: 

1. Machine Translation 

Because the majority of the world is online, making data accessible and available to 

everybody is a difficult undertaking. The language barrier is a significant obstacle to data 

accessibility. There are several languages, each with its own sentence structure and syntax. 

Machine Translation is the process of translating sentences from one language to another 

using a statistical engine such as Google Translate. The difficulty with machine translation 

technology is not immediately translating words, but rather maintaining the sense of 

sentences as well as syntax and tenses.The statistical machine learning collects as much data 

as they can uncover that appears to be parallel between two languages and crunches their data 

to determine the chance that something in Language A correlates to anything in Language B. 

Google, on the other hand, launched a new machine translation system based on artificial 

neural networks and deep learning in September 2016. Various approaches for automatically 

evaluating machine translation quality by comparing hypothesis translations with reference 

translations have been presented in recent years. 

 

2. Automatic summarization: 

 When a user needs to acquire relevant information from a huge knowledge base, the true 

difficulty is information overload. Automatic summarization may be used to summarise the 

meaning of papers and records, as well as understand the emotional connotations included 

within the data. It is commonly used to deliver a high-level overview of a news story or a 

series of blog entries without rhyming. 
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3. Sentiment Analysis:  

Natural Language Processing (NLP) is essential for monitoring social media. It's widely 

utilised in sentiment analysis for a variety of reasons. The goal of sentiment analysis is to 

discover feelings across several postings, or even within the same post, when emotion isn't 

always openly conveyed. Many firms utilise sentiment analysis to discover consumer 

opinions and sentiment on the internet in order to build better goods. 

4. Health Care: 

Natural language processing in health care serves to increase the completeness and quality of 

Electronic Health Records by converting free text into standardised data. They analyse 

patient data to determine the consequences of phenotyping, which is useful to clinicians. 

Natural language processing (NLP) algorithms detect potential problems in healthcare 

delivery. Predictive NLP analysis assists in the identification of high-risk patients, therefore 

enhancing diagnostic processes. 

5. Text mining 

Text mining is the technique of obtaining high-quality information from text. Text data 

mining is another name for it. NLP applications in text mining include text recognition, 

customer service, tailored bots, and sentiment analysis. 

6. Education: 

Arguments will be parsed and summarised by NLP. It also helps authors improve their 

writing by motivating them to rework writings. NLP may be used to provide feedback to 

learners about the organisation. NLP solutions may be integrated to construct automated 

writing assessment (AWE) systems that can offer low-level feedback (for example, 

vocabulary hints) as well as higher-level input (for example, grammatical corrections) (e.g., 

advice about the cohesion of discourse). 

 

7. Agriculture: 

Agriculture is critical to the global economy. With the ongoing development of the human 

population, the pressure on the agricultural system is increasing. Agri-technology and 

precision farming, generally known as digital agriculture, have arisen as new scientific areas 

that use data-intensive ways to increase agricultural output while lowering environmental 

impacts. Data collected from a variety of sensors in contemporary agricultural operations 

enables a better knowledge of the operational environment (an interplay of dynamic crop, 

soil, and weather variables) as well as the process itself (machinery data), leading in more 

precise and faster decision making. 
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8. Question Answering 

Question Answering is concerned with developing systems that automatically respond to 

human-asked questions in natural language. 

 

9. Spelling correction 

For spelling correction, Microsoft Corporation supplies word processing software such as 

MS-word and PowerPoint. 

Conclusion:  

The pragmatic analysis, which is one of the five aspects of natural language processing, 
provides the basis for this research. Users' viewpoints, perceptions, attitudes, wants, and the 
message they wish to send are revealed using the pragmatic analysis technique, and their 
written language is preferred. Users express their thoughts by submitting evaluations in 
media that interest them, thanks to the participatory nature of today's online environment. 
These written assertions of online user evaluations offered valuable data for the natural 
language processing discipline and prompted analyses to extract information from the data. 
Sentimental analysis is one of the outcomes of this tendency. 

Sentimental analysis is increasingly being used to all media types, including text, voice, and 
picture. The crucial element is that the data has a mood, and that the outcomes that may be 
automatically identified from it benefit a certain location. 

An emotional analysis of shared user evaluations regarding films was performed in this study. 
For good emotion evaluations, the sensitivity measure was 80, 04 percent, while for negative 
emotion reviews, it was 65, 02 percent. The assignment's success was higher in positive 
emotion reviews, and the number of negative samples was substantially lower than the 
number of good evaluations. According to this viewpoint, greater results may be produced by 
increasing the lexicon in research based on a combined approach of dictionary-based 
technology and machine learning. 
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