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Abstract: A Data warehouse is a collection of non-volatile, historical, summarized data that is gathered 
from transactional databases over time. Data warehouse systems are beneficial in supporting decision-
making since they are optimized for On-Line Analytical Processing. The ability of an online analytical tool to 
deliver information when needed, or to provide "just in time" information for efficient decision-making, is a 
vital sign of success. It is important to evaluate the performance of these On-Line Analytical Processing 
applications in the early stages of their development. In this paper we simulate a typical On-Line Analytical 
Processing query sent to a Data warehouse to know its response time. By creating and resolving the Software 
Execution Model for a Data warehouse system, we are able to retrieve the Performance metrics. A weather 
case study is used to discuss the findings. 

Keywords: Large Databases, Decision Making Systems, On-Line Analytical Processing, Simulation, 

Performance. 

1. INTRODUCTION 
The creation of Data warehouses and the performance of On-Line Analytical Processing 
(OLAP) on top of them have become essential components of decision-making and 
forecasting solutions. OLAP has distinct functional and performance requirements than 
the online transaction processing applications. Transactional databases are based on 
operational databases whereas OLAP provides a multidimensional view (data cube) of 
aggregate data to enable quick access to strategic information for further analysis. Data 
warehouses and OLAP work well together. Data is managed and kept in a Data 
warehouse. Data warehouse data is transformed into strategic information by OLAP. It 
includes everything from simple navigation and browsing to computations and more in-
depth analyses including time series and intricate modelling. From simple browsing and 
navigation to computations and more complex analysis, such as time series and complex 
modelling, it has all. Slicing, Dicing, Pivoting, and Roll-up are some common OLAP 
procedures that can be carried out on Data warehouses. A section of the data cube is 
chosen through Slicing and Dicing based on constant values in one or more dimensions. 
With Roll-up, one or more dimensions are made more generic and the relevant 
aggregations are carried out in the respective measures, while Pivot, presents the 
measures in various cross-tabular layouts. The performance of these OLAP procedures is 
a significant performance challenge. Because OLAP searches must access vast amounts 
of data and involve numerous aggregation procedures, query response time is the key 
performance challenge. Sales patterns, product profitability and financial forecasting are 
some of the applications of OLAP.  

A key factor in determining if a piece of software is acceptable is its ability to meet 
performance requirements. Performance is essential for software systems that carry out 
customer-service tasks because they must deliver a quick response that customers would 
accept. Unfortunately, the approaches used for software development tend to overlook 
performance. For software systems which are complex and big, it is crucial that the 
performance factors be analyzed starting from the early stages of the software 
development life cycle. It is a standard practice in the business to evaluate performance at 
the end of software development, but doing so can result in the use of expensive 
hardware, time-consuming tuning procedures, or even a sophisticated redesign of the 
application. Here, in this work a methodology to integrate performance analysis into the 
software development process, is proposed. 
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2. LITERATURE SURVEY 
The degree of data volatility is the main distinction between a Data warehouse and a 
conventional transaction database. While data in a Data warehouse is stable and updated 
at regular intervals (monthly or weekly), information in a transaction database is 
continually changing. Decision-making regarding future activities is made possible via 
OLAP. A Data warehouse is built for online analytical processing and decision making, as 
opposed to relational models, which are used to construct databases for ad-hoc querying 
and on-line transaction processing. It frequently adopts a snowflake/star schema. Data 
warehousing and online analytical processing (OLAP), though occasionally used 
synonymously, pertain to various parts of what are commonly called decision support 
systems or business intelligence systems. These system components include databases and 
programs that give analysts the resources they need to support organizational decision-
making [1], [2], [3]. 
There are often many stages of study and planning throughout the life cycle of a 
traditional system. The system builders in the Data warehouse environment are not 
frequently allowed this luxury and are instead obliged to quickly put together a Data 
warehouse with little time for capacity planning and performance analysis.  
 A study of DBMS tuning elements such as buffer pool, sort heap, prefetching, and 
number of I/O servers is carried out and its effect on OLAP performance is analyzed. 
A workload model for OLAP that is based on the TPC-H benchmark was constructed [4], 
[5], [6] for the study. Simulations was used to determine the performance of processors 
and micro architectures because of their complexity. There are two methods for 
simulating processors: execution-driven simulation and trace-driven simulation. Trace-
driven simulation replicates the timing behavior of captured or artificially created trace 
files on a simulated system. This method is well-established and frequently employed. 
Execution-driven simulation replicates the functional execution of software programs by 
using them as input.  
The Simple Scalar serves as an example of this tactic. The limitation of a fixed instruction 
set and the requirement to migrate operating systems and drivers to the simulation 
framework are drawbacks of the execution-driven method [7]. Software performance 
engineering includes methods that make it easier to evaluate the performance of software 
systems early in the software development life cycle [8]. Software performance 
engineering continues to manage and forecast the software's performance throughout the 
stages of detailed design, coding, and testing. It also keeps track of actual performance in 
comparison to expectations. Software performance engineering is crucial for software 
engineering, and software quality in particular. Depending on the state of the system, the 
software performance engineering process employs a variety of performance assessment 
tools. 

3. METHODOLOGY 
To assess the performance of Data warehouse/OLAP Systems, we have proposed an 
algorithm for its Software Execution Model. The algorithm has the following steps 
 
3.1. Consider a Data warehouse schema.  

The most widely used schema models for data warehousing are the Fact constellation 
schema, Snowflake schema, and a Star schema. Project needs, available tools, and project 
team preferences should be used to decide which schema model should be used for a Data 
warehouse. Perhaps the simplest Data warehouse schema is the Star schema. It offers a 
clear and straightforward link between the schema design and the business entities that 
end users are analyzing. For typical OLAP queries, it offers performance that is highly 
optimized. 
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3.2. Calculate the size of data. 

The physical size of the database is considered for measuring the performance of a 
system. In general, the larger the data source, the longer it takes to retrieve the query 
results. 
 
3.3. Explore the expected query and its corresponding operations. 

Performance depends on the query, data, indexes, and the hardware that it operates. You 
can get an idea of how many rows are going to be scanned and what indexes are going to 
be used. 
 
3.4. Assess the hardware configuration of the deployment model 

Performance can be significantly impacted by deployment settings. Workloads that create 
huge service demands on system resources are known to dramatically harm the 
performance of multi-tier systems. 
 
3.5. Find resource usage for each query operation 

To determine what resources are being used by the query.  For example, the CPU and I/O 
usage is just one piece of information that can be used to determine your query's resource 
usage. 

4. CASE STUDY 
For handling sizable amounts of manual, digital, sensor data, performing statistical 
analysis, and the extraction of useful trends and patterns, the use of Data warehouse 
technologies in the field of meteorology and climatology might be valuable. Temperature, 
wind speed, precipitation, cloud cover, and other weather-related statistics may be 
included in a weather star schema that stores weather data, along with location, date/time, 
and other details. Automatic measurement stations regularly collect significant amounts of 
numerical and multimedia data. This data includes measurements of various 
meteorological factors taken every 10 minutes, every hour, or more frequently. 
Applications for meteorology and climatology continuously analyze the data. It frequently 
goes through aggregations using unique formulas. Relational database management 
systems have steadily been implemented over the past few years in various 
meteorological organizations to replace proprietary file-based application storage models. 
Weather forecasting, where quick access to real data is crucial, and climatology, where 
flexible access to high quality information on historical weather is crucial, are the two 
principal applications of meteorological data [9]. 

 
Figure 1. Star schema model of a Weather Data warehouse 
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In order to assess the response times to weather related queries we use our proposed 
algorithm to determine approximate response times in an isolated environment where 
there is no contention of resources. The steps of this algorithm are illustrated with queries 
typical of a Weather Data warehouse. 
 
4.1. Consider a Data warehouse schema 

Figure 1 shows a Star schema model of a Weather Data warehouse with two dimensions 
and five measures.  
 
4.2. Calculate the size of data  

In order to calculate the size of data that needs to be processed, we make the following 
assumptions.  
Let there be 1k tuples in Station table. 
Size of a row in station table = 2+8+8+8+2+2=30 bytes=240 bits 
Size of Station table = 240000bits  
On an average there are 5 weather readings per day for each station. 
Size of a row in time dimension = 8+8+4+2+2+4) = 28 bytes = 224 bits 
The No. of rows in Time table (assuming 10 years of data) = 5* 365 *10 =18250  
Size of Time table = 4088000 bits   
Size of the row in fact table = 8+2+8+8+8+4+8 = 46 bytes = 368bits 
Number of rows in fact table = (number of recordings per day)*  
(365) * (number of stations) * (number of years of historical data i.e., 10) 
Number of rows in fact table = 5*365*1000*10=18250000  
Size of Weather table=18250000*368 =6716000000 bits 
 
4.3. Explore the expected query and its corresponding operations 

Let our example query be: Select Station-id, Avg(Temprature), Avg(Humidity) from 
Station, Time, Weather where Station-city = {‘Madras’, ’Srinagar’, Simla’} and Month= 
‘June’ and Station.Station-id = Weather.Station-id and Time.Time-id = Weather.Time-id; 
Figure 2 shows the order of operations involved for query execution of Example. 
 
4.4. Assess the hardware configuration of the deployment model  

Figure 3 depicts the web-based Data warehouse/OLAP system deployment model [10]. 
The Users use the Web browser to submit requests for analyses. After receiving the user's 
request, the Web server sends it to the OLAP Server. If the response is on the OLAP 
server, it is forwarded to the Web server, which then sends it to the user. If the solution is 
 

 
                                        Figure 2.  Query Operations 
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Figure 3. OLAP structure based on Web 

not offered by OLAP Server, it calls the data from the Data warehouse, completes the 
analysis, and then returns the result to the Web server, which then sends the result to the 
client. Considering a typical deployment of a Data Warehouse we assume the following 
configurations of the hardware/software resources: 

1. Data Warehouse /OLAP CPU time for data processing equal to 0.1 microseconds 
per page.  

2. Internet (NET) speed equal to 2048 kb/second 
3. Disk page size equal to 128 kb; 
4. Time to access one Database/Proxy Disk page equal to 0.1 milliseconds;  
5. Performance goal: The usual query is returned in under 5 seconds. 

 
4.5.  Find Resource Usage for each query operation. 

Resource usage for all the query operations is listed in Table I, Table II and Table 
III.  The hardware resources required and time taken for select, join, project and 
aggregate operations is calculated [11], [12]. 

Table 1.  Select Operation 

Resource Operation Time 

Disk Access of Station Table 
(240000bits) 

No. of pages = 1.875 = 2  
Access Time = 0.0002 sec 

Access of Time 
table(4088000bits) 

No. of pages = 31.93=32 
Access time =  0.0032 sec 

 Access of Weather Table 
(6716000000 bits) 

No. of pages=52468.75sec=52469 sec  
Access Time = 5.25sec 

  Table 2.  Join Operation 

Resource Operation Time 

CPU 
 

1st join: 18250000 Comparison 
operations to join Weather and 
Station Table. 

= 1.82sec 

2nd Join: 54750( 18250 * 3 ) 
Comparison Operations to join 
the result of 1st join and Time 
Table  

= 0.0055sec 
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Table 3.  Project and Aggregate 

Resource Operation Time 

CPU Average of Temperature 
and Humidity  

=0.01 

 
The time consumed by each hardware resource for various components of the Query is 
given in Table 4. These values are obtained by summing the various execution time given 
in Table 1, Table 2 and Table 3. 
  

Table 4. Hardware/Software Execution Times  
 

 
 
 
 
 

 
 
 
 
 
 
 

5. RESULTS AND DISCUSSION 

The query's overall execution time of 7.09 seconds is significantly longer than the 
goal of 5 seconds. Due to the massive amounts of data that must be retrieved. 
Hardware resources like Data warehouse disc access time are recognized as 
bottleneck resources. 
A three-tier architecture that places the majority of the query results in the OLAP 
Server allows us to optimize it. The amount of information that is needed in order 
to answer every question from the collection of potential questions, are stored as 
views at the OLAP Server. The amount of data that needs to be processed to 
satisfy each query from the set of possible queries, will depend on the query itself 
and the sizes of the tables that need to be referred. We have created a software 
execution model where data needs to be fetched from the Database. It is a model-
based execution environment, since the prediction of performance is done during 
feasibility study of Software Development Life Cycle (SDLC).  The execution 
time has been obtained while ignoring problems of resource contention and 
multiple requests. We have further solved the model using an analytical approach 
to obtain the performance characteristics of the system.  
 

6. CONCLUSION AND FUTURE ENHANCEMENT 
In this paper, we present a paradigm for evaluating the performance of Data Warehouse 
Systems during the initial design stage of their creation. Software designers would be able 
to investigate multiple designs and choose the one that offers the best overall performance 
with the help of early performance evaluation. In order for developers of big and complex 
systems like Data warehouse systems, to be able to assess and understand the 
performance effects of various design decisions at early stages of development when 
changes are simple and less expensive, it is important to support early performance 

       Hardware   
          Resources          

Query  
Component            

DW 

Disk 

DW 

CPU 

Select 5.2534 sec  

Join  1.8255 sec 

Aggregation  0.01 sec 

Total 7.09(7.0889) sec 
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evaluation. Designing algorithms for the System Execution Model that include factors 
like the existence of other service requests, the competition for resources, service policies, 
etc., is part of the scope for future work.  
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